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ABSTRACT | Following the invention of the telegraph, elec-

tronic computer, and remote sensing, “big data” is bringing

another revolution to weather prediction. As sensor and

computer technologies advance, orders of magnitude bigger

data are produced by new sensors and high-precision com-

puter simulation or “big simulation.” Data assimilation (DA)

is a key to numerical weather prediction (NWP) by integrat-

ing the real-world sensor data into simulation. However, the

current DA and NWP systems are not designed to handle the

“big data” from next-generation sensors and big simulation.

Therefore, we propose “big data assimilation” (BDA) innova-

tion to fully utilize the big data. Since October 2013, the Ja-

pan’s BDA project has been exploring revolutionary NWP at

100-m mesh refreshed every 30 s, orders of magnitude finer

and faster than the current typical NWP systems, by taking

advantage of the fortunate combination of next-generation

technologies: the 10-petaflops K computer, phased array

weather radar, and geostationary satellite Himawari-8. So

far, a BDA prototype system was developed and tested with

real-world retrospective local rainstorm cases. This paper

summarizes the activities and progress of the BDA project,

and concludes with perspectives toward the post-petascale

supercomputing era.
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I . INTRODUCTION

Weather prediction has been revolutionized due to new

technological developments such as the invention of the
telegraph, electronic computer, and remote sensing. The

telegraph enabled plotting weather charts in the mid-

19th century once we could exchange weather observa-

tion data for a long distance quickly. About 100 years

later, Charney et al. (1950) pioneered to run a computer

simulation of the weather successfully using the first

general-purpose electronic computer ENIAC. In 1955,

the U.S. Joint Numerical Weather Prediction Unit started
operational numerical weather prediction (NWP) using

one of the earliest mainframe machines IBM 701. Since

then, the computer has been growing rapidly, and NWP

with high-performance computers (HPCs) became a key

technology for weather prediction. In the 1970s, space

exploration technologies enabled satellite remote sens-

ing. A number of weather satellites have been launched,

and it was essential to incorporate as soon as possible
these new data into NWP. The present weather predic-

tion largely relies on NWP with HPCs and satellite data.

The method of integrating computer simulations and

real-world data is known as data assimilation (DA),

which plays an equally important role in NWP as the

time-evolving simulation model.
Now “big data” are bringing another revolution to

weather prediction. Here we focus on so-called “science
big data” coming from advanced sensors and computer
simulation, distinguished from broad-sense “big data” in-
cluding social media and business data. New sensors pro-
duce orders of magnitude more data than the current
sensors, and capture detailed structures of rapidly chang-
ing, small-scale weather. We can run simulations of
these small-scale weather by utilizing highest end super-
computers and performing high-resolution “big simula-
tions.” These big data from new sensors and “big
simulations” will revolutionize NWP. However, the exist-
ing NWP and DA systems are not designed to process
such rapid and dense observations, therefore, we need to
bring innovation to DA and NWP, i.e., what we call “big
data assimilation” (BDA) innovation [23]. BDA will en-
able orders of magnitude more precise and rapidly up-
dated weather prediction, providing an early warning to
pinpoint local sudden severe events such as tornadoes,
torrential rain, flooding, landslides and lightning strikes,
threats to life and property.

Much effort has been devoted to explore convective-
scale DA and NWP so far. The U.S. effort on “Warn-on-
Forecast” project [39], [40] aims to extend the forecasting
capability of severe weather using convective-scale DA
and NWP instead of the traditional observation-based
approach. Sun et al. [41] provided a comprehensive re-
view on the state of the art of using NWP for nowcasting
convective precipitation. The goal of BDA shares the ones
of these previous and ongoing efforts, but extends toward
10 or 20 years in the future by taking advantage of the

fortunate combination of Japan’s most advanced develop-
ments on next-generation supercomputing and sensing
technologies: the 10-petaflops “K” supercomputer, the
phased array weather radar (PAWR [42], [44]), and the
geostationary meteorological satellite Himawari-8 [1].
BDA extends the previous efforts and explores what we
could do to address the challenge for convective-scale DA
and NWP by fully utilizing “big data” from the future-
generation supercomputing and sensing technologies.

Miyoshi et al. [23] presented a short report to the mete-

orological community on the concept of BDA and the first
proof-of-concept experimental results. In this paper, we

present the entire view of the broader BDA activities in-

cluding the most recent progress and future perspectives

toward post-petascale HPC. We aim to make this paper a

single point of reference about the Japan’s BDA project

started in October 2013 as a frontier activity of big data in

use and applications for convective-scale DA and NWP.

In Section II, we will describe an overview of the
BDA system, followed by Sections III–V describing the

details on the components of the BDA system. Section III

summarizes the big data from advanced observations,

PAWR, and geostationary satellite Himawari-8. Section IV

describes the other component involving big data, big

simulation. Section V describes the challenge on big data

handling in an HPC. Then, the experimental results on a

couple of real-world retrospective local rainstorm cases
are presented in Section VI, although Himawari-8 data

were not used yet. Section VII describes the potential

use of Himawari-8. Finally, Section VIII provides conclu-

sion and future perspective.

II . BIG DATA ASSIMILATION:
AN OVERVIEW

The Japan’s BDA project started in October 2013 as one

of the first two projects funded by the Japan Science and

Technology Agency (JST) government strategic basic re-

search program “CREST” in the research area “Advanced

Application Technologies to Boost Big Data Utilization

for Multiple-Field Scientific Discovery and Social Prob-
lem Solving” (research supervisor: Prof. Y. Tanaka).

We first describe the general workflow of the BDA

system (Fig. 1), and later discuss what is different or rev-

olutionary from the current DA and NWP systems. The

details of each component are described in the following

sections, so that this section focuses on providing a bird’s

eye view on the whole BDA system. Fig. 1 shows the gen-

eral workflow of the BDA system. PAWR is capable of ob-
serving dense 3-D reflectivity (reflecting signals mainly

from precipitating clouds) every 30 s, and Himawari-8

can observe visible and infrared radiances every 2.5 min

or even 30 s in a limited area (cf., Section III). The BDA

system is designed to fully take advantage of the observa-

tion big data in the real time. At time 0, we start to receive

the observations for the previous 30 s (time �30 to 0)
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from the observation sites; at time 30, we start to receive

the next set of data. Therefore, the data at time 0 need to

be processed in 30 s, otherwise, the data come faster than

the processing speed, and the system does not work in real

time. The data are processed quickly (green box), and

transferred to an HPC, in the present case, the K com-

puter. The yellow DA box takes the observation data and

30-s forecast data, and outputs the best estimate of the at-
mospheric state. This best estimate is then used as the ini-

tial condition for the next forecast. The 30-min forecast

(magenta box) using the observation data up to time 0 will

be available at about time 60, or 1 min later than the ob-

servation end time. Namely, we have a 29-min fore-

cast lead time effectively.

Data assimilation (DA) is a widely studied method in

NWP and other geophysical applications to optimally

combine the observations and simulation, and makes the

simulation best represent the real world [11]. For

weather forecasting, it is known that DA plays an equally

important role as the simulation model in NWP. Fig. 2

indicates the general framework of NWP. The blue curve

indicates unknown true atmospheric evolution, and we
simulate the atmospheric evolution initialized by the best

estimate of the current state, also known as the analysis

(purple boxes). Due to the chaotic nature of the atmo-

spheric dynamics, the initial error is expected to grow.

Therefore, the short-term forecasts (blue boxes) are ex-

pected to have larger errors than the analyses, and the

Fig. 1. General workflow of the BDA system. Shown at the top left corner are Himawari-8 and PAWR, providing new observation data

every 30 s. The magenta dotted box indicates a 30-s time window from time 0 to 30. The computational amount for 30-s ensemble

forecasting and DA is shown in the unit of 1015 floating point operations (PFLOPs) as obtained by Miyoshi et al. [23].

Fig. 2. Schematic of numerical weather prediction.
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forecast error keeps growing if we run a longer simula-
tion. Once we obtain observation data (yellow stars), the

DA algorithm combines the short-term forecast and ob-

servation data and produces the analysis. This way, we

make the simulation keep the track of the true atmo-

sphere, enabling NWP.

The DA algorithm is based on the optimal control, sta-

tistical mathematics and dynamical systems theory. We

consider the error statistics of the forecast and observa-
tion data, and find the optimal combination. To repre-

sent the error statistics, if we assume the simple normal

distribution, the mean and covariance are required. Let

N be the system dimension, typically N ¼ Oð107Þ or

larger in NWP, and the mean and covariance have the

dimensions of N and N2, respectively. The basic idea is

the same as the control theory, but the difference lies

in the large dimensionality, which has been a big chal-
lenge in atmospheric DA. Recently, an ensemble-based

approach was common, representing the error by a lim-

ited number of samples, say, m samples. This requires

running m parallel simulations, so that the sample size

is usually limited to about 100 or less, i.e., m � N.
Miyoshi et al. [21], [22] explored an extreme of a large

sample size m ¼ 10240, but still this is only a percent of

N ¼ Oð107Þ. Efficient algorithms to use the small sample
size m have been explored extensively, and the local en-

semble transform Kalman filter (LETKF [8]) is a widely

used method. The LETKF has been applied to various

geophysical systems including operational global and re-

gional NWP models [19], [20], and the BDA system em-

ploys the LETKF.

Radar DA using a similar method has been widely

studied in the meteorology community (e.g., [38], [45],
and [46]), and what is new and revolutionary in the BDA

system is the extreme size of the problem. Table 1 sum-

marizes the problem sizes for the BDA, operational, and

research systems. Here we show typical state-of-the-art

operational systems, the Japan Meteorological Agency

(JMA) Local Forecast Model (LFM [6]) and the U.S. Na-

tional Oceanographic and Atmospheric Administration

(NOAA) High-Resolution Rapid Refresh (HRRR, http://

ruc.noaa.gov/hrrr), and typical research systems. The res-
olution of BDA is about ten times more than the opera-

tional and research systems. Ten times more resolution

requires roughly 10000 times more computations for a

simulation for a unit time if we consider four dimensions

in space time. Another big difference is the update fre-

quency. BDA is 120 times faster than hourly updated sys-

tems. Namely, BDA requires the processing of 10000

times more computations in a 120th of time. If we can
achieve this extremely challenging throughput and fully

exploit the big data, BDA will bring a revolution to severe

weather prediction by providing pinpoint 100-m mesh

simulation of each individual convective cell for the next

30 min. This is essential if we consider the rapid develop-

ment of the local severe weather events such as tornadoes

and torrential rains. Warnings in even only 10-min lead

time could save lives from this devastating weather.
To achieve the extreme throughput, we need to bring

innovations to accelerate the following:

1) observation data processing and transfer

(Section III);

2) simulation (Section IV);

3) DA;

4) data transfer between simulation and DA

(Section V).
As shown in Fig. 1, we have a strict time limit to finish

these computations. Sections III–V discuss each compo-

nent except for DA, and Section VI shows the results for

two real-world retrospective torrential rain cases. The

algorithmic details of the LETKF itself, in particular, in-

cluding the parallel efficiency, are provided by Hunt

et al. [8] in a comprehensive manner, and we will not re-

peat them in this paper.

III . BIG DATA FROM ADVANCED
OBSERVATIONS

A. PAWR for Use in BDA
Recent progress of information and communication

technologies enabled a rapid scanning radar system. In

Table 1 Comparison of the Problem Size of Convective-Scale DA and NWP for BDA, Operational, and Research Systems
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2012, Toshiba Corporation and Osaka University devel-
oped a new type of the PAWR system [42], [44] under a

contract with the Japanese National Institute of Commu-

nication and Information Technology (NICT) and in-

stalled the first PAWR system in Suita Campus, Osaka

University (Fig. 3). The PAWR has a 1-D phased-array

antenna at X-band (9 GHz), operated with an electronic

scan in the elevation direction and a mechanical rotation

in the azimuth direction. To reduce the time for the 3-D
volume scan, we use a fan-beam transmission and a digi-

tal beam forming (DBF) reception using 128 antenna ele-

ments. The PAWR can scan the whole sky within 30 s

up to 60 km in radius over 100 elevation angles, and the

corresponding data volume reaches about 100 times of

the one from a typical parabolic-antenna radar which ob-

serves the whole sky within 5–10 min for about 15 eleva-

tion angles. The initial observation results demonstrate
the unique capability of the new PAWR system. In this

section, the basic principle of the new PAWR technology

and observation results are described.

1) Phased Array Weather Radar: Until now, the

parabolic-antenna radar system has been widely used all

over the world to observe precipitation near the surface.

The conventional radar system such as the U.S. National
Weather Service’s NEXRAD and JMA’s national radar

network usually uses the S- or C-band frequency, and a

single radar can cover wide area over a few hundreds of

kilometers. However, the small-scale meteorological phe-

nomena such as tornado outbreaks and torrential rain

events may be missed because the temporal and spatial

resolution of the parabolic-antenna radar network is sev-

eral minutes and a few hundred meters, almost equal or
worse than the rapid and small-scale phenomena. To

fully capture such small-scale severe weather phenom-
ena, a fast scanning and higher resolution radar system

is required.

So far, several kinds of fast scanning radar systems

have been developed mainly for research use. Krehbiel

and Brook [14] developed a unique radar system called

“Red Ball RADAR” using a broadband noise signal, and

after that, Doppler on wheels (DOW; [43]) and mobile

phased array radar (MWR-05XP; [2]) were developed
with hybrid approaches. More recently, atmospheric im-

aging radar (AIR) was developed [9] with a similar ap-

proach to the PAWR in this study.

The PAWR at the X-band in this project takes an

electronic scanning for elevation observation and me-

chanical scanning for azimuth observation to achieve the

100-m resolution for 100 elevation angles every 30 s

(i.e., rotation speed of two rounds per minute) up to
60 km in radius, or every 10 s (six rounds per minute) up

to 30 km in radius. The system transmits a broad fan-beam

of 5˚–15˚ with 24 antenna elements and the backscat-

tered signals are received with 128 antenna elements.

The signal processor at the back of the antenna elements

sharpens the received beam every 1˚. This process is re-

peated a few times up to 90˚ in elevation (i.e., the zenith

angle). The time for the electronic scanning for elevation
is within 80 ms. By rotating the antenna in azimuth, the

full 3-D volume scan with 30-s and 100-m resolution is

achieved.

2) A Case on July 13, 2013: The PAWR system was in-

stalled at the top of the Electrical Engineering Depart-

ment building at Osaka University in June 2012 (Fig. 3)

and the routine observation started just after the installa-
tion. Fig. 4 shows an example of the precipitation system

Fig. 3. Photographs of the PAWR at Suita Campus, Osaka University (cf., [42, Fig. 10]). (Left) PAWR at the top of the Electrical

Engineering Department building at Osaka University. (Right) Antenna of the PWAR system inside the Radar Dome.
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observed by the PAWR. This band-type precipitation sys-
tem was observed on July 13, 2013 and produced heavy

precipitation in Kyoto and Osaka. The precipitation sys-

tem consists of more than ten thunderstorm cells, and in

each cell the precipitation cores with large reflectivity

appear at 2–5-km height. With the very high spatial and

temporal resolution of the PAWR system, we can find

that the developing precipitation cores are moving down-

ward (Fig. 5), demonstrating a great advantage of the
PAWR. This downward motion is not usually captured by

conventional parabolic-antenna radars. Meanwhile, the

dense vertical resolution of 100 elevation angles captures

the detailed vertical structure of the thunderstorm cells;

this is also impossible for the conventional radar system

with ten or so elevation observations with timing delays.

These observation results show a unique potential capa-
bility of the new PAWR system. The impressive 30-s and

100-m resolution data over 100 elevation angles can re-

veal the detailed structure of thunderstorm dynamics,

and they will be useful for the early and precise detec-

tion of torrential rain systems.

3) Processing of Big Data From PAWR: The normal data

rate of the PAWR is 131 Mb/s, approximately 100 times
bigger than a typical traditional parabolic-antenna radar.

The size of a single volume scan of the PAWR is ten

times bigger than that of a traditional radar using para-

bolic antenna. In typical traditional radar with the range

resolution of 150 m, the volume scan is composed of

15 elevation angles in 5 min. Since the time of 30 s

Fig. 4. Reflectivity observed by the PAWR on July 13, 2013.

Fig. 5. Time series of reflectivity for a thunderstorm core observed by the PAWR on July 13, 2013. The every-2-min images show the

downward motion of the developing precipitation core, which is hardly captured by the conventional radar system.
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for a PAWR volume scan is ten times faster than the
traditional radar, the total data rate is 100 times bigger

than the traditional radar.

Big data from PAWR should be processed in real time

for the BDA system. We developed a fast data processing

and transfer system as shown in Fig. 6. The radar site in

Osaka is connected to the data processing, archiving and

publishing site in Tokyo using a fast network (JGN-X) of

10 Gb/s. The system is built out in the NICT science cloud
[24], providing facilities for data processing and publish-

ing. This data system can transfer the maximum original

data of 220 Mb/s from the radar site to an archive storage

in real time without delay. Therefore, the challenge to the

real-time system lies in the data processing procedure in-

cluding data quality control (QC). It is simple to make a

quick-look rainfall map for publishing in a web-page

within one minute after the radar observation finishes
(http://pawr.nict.go.jp/index_en.html). However, in the

case of BDA, the data quality is important, and the pro-

cessing time for QC is a challenge.

4) Quality Control: The original data of PAWR include

many useless data for BDA. For example, even if there is

no rain, reflectivity is observed due to ground clutter

echoes or abnormal noise data by various reasons such
as echoes from flying insects. We have to reject such

nonmeteorological echoes and abnormal data. Also, it is

important to distinguish missing data from no precipita-

tion. Zero precipitation is useful for DA, but missing

data provide no information. For example, Fig. 7 shows

reflectivity in a clear day, and Doppler velocity map in

a broad area of stratiform rainfall. These figures show

typical ground clutter echoes, blocking area, and
noise signals.

Ruiz et al. [33] developed a QC algorithm for the
BDA experiments. The QC algorithm considers four pa-

rameters: texture of reflectivity (Ze) patterns, radial ve-

locity, Ze correlation with time, and Ze vertical gradient.

To reject clutter echoes completely, a Bayesian classifica-

tion algorithm was adopted. The QC algorithm is very ef-

fective in removing the bad-quality data, but it requires

processing time much longer than 30 s at this moment.

For the real-time BDA system, developing a faster QC
algorithm is a challenge, and we are now working on

the development.

B. Himawari-8 for Use in BDA
Japan’s new geostationary meteorological satellite

Himawari-8 was successfully launched from Tanegashima

Space Center, Japan, using an H-IIA rocket on

October 7, 2014 [1]. JMA has started its operations from

July 7, 2015 as a successor of Multi-functional Transport

SATellite (MTSAT)-2. Advanced Himawari Imager (AHI)
onboard Himawari-8 has a rich observation functionality

compared with MTSAT-2/Imager. AHI has 16 observa-

tion bands, compared with five bands of the previous

MTSAT-2/Imager. The spatial resolutions of AHI visible

and infrared bands are twice as high as those of

MTSAT-2/Imager. As for the observation frequency,

MTSAT-2/Imager scans the entire visible hemisphere

(also known as full disk) every hour and the visible part of
the northern hemisphere every half hour. Alternatively,

Himawari-8/AHI scans the full disk every 10 min, and si-

multaneously scans limited domains such as the Japan area

and an arbitrarily chosen targeting area every 2.5 min.

These enhancements lead to about 50 times more data ob-

tained by AHI than the previous generation imagers.

Fig. 6. The real-time data processing and transfer system (adopted from Fig. 7 of NICT News January 2013 issue, http://www.nict.go.

jp/en/pdf/NICT_NEWS_1301_E.pdf).
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The BDA project will explore the potential advantage

of assimilating Himawari-8/AHI observation data for im-

proving severe weather forecasts. To assimilate the AHI

observation data with high-resolution NWP, high-

precision image navigation and calibration are essential.

The image navigation of AHI is as precise as 1 km, and

the accuracy of band-to-band coregistration is in the
same range. These are validated based on a landmark

analysis using a pattern matching approach. The infrared

band calibration is as accurate as 0.2 K without signifi-

cant diurnal variations, and has been validated using an

approach developed under an international calibration

framework of Global Space-based Inter-Calibration Sys-

tem (GSICS) [4]. The calibration performance for visible

and near-infrared bands (total six bands) is investigated
through comparisons with other earth observing satellites

and a radiative transfer model, showing that two bands

(1.6 and 2.3 �m) may have potential biases by around

5% and that the other four bands (0.47, 0.51, 0.64, and

0.86 �m) have no significant bias. To improve validation

reliability, other approaches such as a lunar irradiance

model [12] are in preparation. Monitoring the difference

between the current and previous images is also an effec-
tive tool to check AHI data quality on a near-real-time

basis. More details on the validation results are described

by Okuyama et al. [28].
With the dramatic enhancement of observing capability

by Himawari-8, the physical products derived from the sat-

ellite imager are significantly enhanced. First, the product

of atmospheric motion vectors (AMVs) are improved by

taking advantage of Himawari-8’s high spatial and tempo-
ral resolution. AMVs are satellite-derived wind products by

analyzing cloud motion and height from a satellite imagery

animation. They are used in the operational global NWP

systems, and provide precious information about the atmo-

spheric flow, especially over the ocean and data-scarce re-

gions. The Meteorological Satellite Center (MSC) of JMA

has developed an enhanced algorithm for effective use of

high spatial, temporal, and spectral resolution of Hima-

wari-8/AHI. The motion tracking is enhanced by extracting

large-scale cloud features and using the cloud motion be-

fore the analysis time as prior information. This brings sub-

stantial improvement on small-scale cloud motion vectors

and significantly decreases the errors of AMVs. As for the

height assignment, an optimal estimation method was de-
veloped to minimize the difference between the observed

and theoretical radiance values for three or more bands.

This new algorithm improved the spatial coverage and the

number of quality controlled AMVs. Due to the enhanced

capability of Himawari-8 and the new algorithm, Fig. 8

shows a significantly larger number of AMVs derived from

Himawari-8 compared with those from the previous-gener-

ation MTSAT-2.
MSC has also developed an algorithm for the funda-

mental cloud product, which is used for several other

physical products from Himawari-8, and continues to im-

prove the accuracy. The algorithm is based on the

method developed by the European Organization for the

Exploitation of Meteorological Satellites (EUMETSAT)/

Nowcasting Satellite Application Facility (NWC-SAF)

[18] and the National Oceanic and Atmospheric Admin-
istration (NOAA)/National Environmental Satellite,

Data, and Information Service (NESDIS) [31]. The fun-

damental cloud product consists of cloud mask (presence

or absence of cloud), cloud type (opaque/semitransparent/

fractional), could phase (ice/water/mixed), and cloud

top height at 100-m resolution (cf., Fig. 9). Each element

is calculated with the threshold that is set by comparing

the observation value with the result of radiation calcu-
lation statistically [1]. The spatial resolution is one pixel

of the infrared bands (2 km at the subsatellite point).

The fundamental cloud product has not been used in DA

and NWP so far, but may be useful. For example, captur-

ing a rapid change of cloud top height every 2.5 min

may help improve DA and NWP for a rapid convective

development.

Fig. 7. Examples of candidates of data quality control.
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IV. BIG SIMULATION

Taking advantage of Japan’s flagship 10-petaflops K com-

puter, the BDA system includes 100-m mesh “big simula-

tion” to resolve individual convection. Previous studies

on convective-scale DA and NWP have been using O

(1 km)-mesh simulations (Table 1), and the 100-m mesh
is an order of magnitude smaller. If we consider the two

dimensions in the horizontal, and vertically and tempo-

rally higher resolution as well, then the required compu-

tations are increased by a factor of 10000. Moreover, the

BDA system requires 100 ensemble simulations. In this

section, we describe the requirements of the simulation
model for the real-time BDA system. To effectively uti-

lize high-resolution observational data from PAWR and

Himawari-8, the simulation should be highly sophisti-

cated in terms of the following viewpoints.

1) Large domain at high resolution. Cloud resolving

models (CRMs) with the horizontal resolution at

O(1 km) can capture the essential mechanism of

deep convection typically at the horizontal scale
of several kilometers. However, the O(1 km)-

mesh model is still too coarse to resolve the de-

tailed structure of deep convection. Drastically

higher resolution at O(100 m) and a larger num-

ber of vertical levels bring a qualitative change;

we can apply a large eddy simulation (LES)

based on more reliable principles in the dynami-

cal core. In addition, the domain size should be
larger for capturing organized phenomena such

as a convective complex while resolving each

individual deep convection. A domain size of

O((100 km)2), i.e., about 1000 by 1000 grid

points, will be necessary.

2) Sophisticated modeling on atmospheric physical

processes. The performance of the model simu-

lation depends on not only the resolution but
also the degree of sophistication of model phys-

ics. For our BDA study, the two most important

physical processes are turbulence and cloud mi-

crophysics. Atmospheric radiation is also impor-

tant particularly for climate simulations, but we

would expect that the impact of radiation for a

very short time less than an hour would be lim-

ited. As for the turbulence process, the LES
technique can be applied at 100-m resolution.

With the LES, not only the planetary boundary

layer processes but also mixing processes at the

cloud boundaries are more explicitly simulated.

As for the cloud microphysics, which has a direct

impact on the representation of clouds, more

complicated algorithms such as the multimo-

ment bulk and spectral bin methods are

Fig. 8. (a) Himawari-8 visible image (greyscale) and spatial

distribution of AMVs (red barbs) at 0300 UTC, August 20, 2015

derived from Himawari-8 infrared (10.4 �m) and visible (0.64 �m)

images with the new algorithm. Green lines indicate coastlines.

(b) Similar to (a), but for AMVs fromMTSAT-2 infrared and visible

images.

Fig. 9. Fundamental cloud product at 0200 UTC April 10, 2015.
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promising. However, their computational costs
are much higher than a simpler one-moment

bulk method. When we choose the cloud micro-

physics schemes, the computational cost and

physical complexity are the tradeoffs. The one-

moment bulk method is widely used in cloud-re-

solving NWP mainly because of the low compu-

tational cost. It would also be a good choice for

replicating the mechanisms of convective clouds,
their organization, and lifecycle evolution. Since

BDA poses strict time constraints, we choose the

computationally cheaper one-moment bulk

model for the prototype BDA system, and tune it

well for the targeted region. The application of

more sophisticated microphysics models is an

important research subject for further

improvements.
Table 2 summarizes the current target resolution and

timing with the model configuration for BDA. The

100-m resolution is chosen in consideration of the res-

olution of PAWR and the capability of the K computer.

Miyoshi et al. [23] measured the computational amount

from the target configuration as shown in the boxes of

Fig. 1 (cf., [23, Table 1]), and discussed that 5% of the

10-petaflops peak performance of the K computer will be
able to run this system in real time. The target timing is

essential for real-time application as new data keep com-

ing every 30 s (Fig. 1). To make the BDA cycle feasible,

the model simulation in a DA cycle needs to be finished

within 10 s. For the 30-min forecast run, the timing re-

quirement is not as strict, but this timing determines

when the forecast is available. To prepare for the fast-

growing convective weather risks, faster is better. We set
this timing requirement as 30 s, which makes it possible

to issue the forecast within 1 min after the observation

(Fig. 1). This is very challenging from the computational

aspect; the 100 ensemble simulations require a large ca-

pacity of a computer system, and the very short elapsed

time for simulations requires a strong scalability. The

BDA demands a high level of modeling techniques that
can effectively utilize a large computer resource.

A. The SCALE-LES Model
To meet the requirement, we have developed a high-

performance model named SCALE-LES [25], [37] suit-

able to the K computer. The SCALE-LES is based on the

Scalable Computing for Advanced Library and Environ-

ment (SCALE; http://scale.aics.riken.jp/), a basic library
and environment for meteorological numerical simula-

tion models suitable to massively parallel HPC.

So far, SCALE-LES has produced promising results

for cloud dynamics with idealized experiments at resolu-

tion up to 35 m, much higher than typical NWP research

(e.g., [35] and [36]). The model also performs well for

real cases. Fig. 10 shows an example of a real-world ty-

phoon simulation in Japan. Using a three-domain multi-
ple nesting approach, the simulation is downscaled from

the global model (the JMA operational Global Spectral

Model) to the target area in our BDA project. The hori-

zontal spatial resolutions of the three nested domains are

7.5, 2.5, and 0.5 km, respectively. Here, the nesting is

one way, so that the inner domains’ boundary conditions

come from the immediate outer domains, without feed-

back from the inner to the outer domains. An advantage
of using SCALE-LES is an enhanced nesting system de-

sign. Different from the conventional nesting systems,

the computations of the inner-most model are run in

parallel to the outer models by splitting the MPI pro-

cesses, and the computational efficiency is improved by

20%–30% in the case of Fig. 10 (Yoshida et al., 2016,
submitted to Parallel Computing).

B. Computational Performance and Scalability
To investigate the scaling performance of SCALE-LES

on the K computer, we performed a series of experi-

ments using different problem sizes (Table 3). Here, the
number of horizontal grid points in a computational

Table 2 BDA Target Model Configuration and Timing Requirement
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node varies from 8000 to 64 grid points. This type of ex-

periments is known as the strong scaling experiments, by

which we can find how much acceleration is achieved by

using more parallel computational nodes. To match the

actual target problem of BDA, the horizontal grid spacing

is set to be 100 m with 100 vertical levels, and the inte-
gration time is 30 s. The communication time is mea-

sured using 12 computational nodes. The time steps of

dynamics, microphysics, turbulence, and radiation are

chosen to be 0.1, 10, 0.4, and 30 s, respectively. All

floating-point computations are performed with “double-

precision” variables by default in the SCALE model.

Fig. 11(a) shows the results of the strong scaling ex-

periments for SCALE-LES. The most time-consuming
part is the dynamics, and its scaling factor tends to be

saturated by decreasing the problem size. This degrada-

tion of scaling comes from the load imbalance between

eight threads: in the dynamics, the number of the outer-

most loop is not a multiple of 8. Furthermore, as shown

in Fig. 11(b), the increasing ratio of the communication

time among computational nodes with the decreasing

problem size also leads to the saturation. On the other

hand, the scaling of physics gives relatively ideal scaling.
In addition, the I/O part is not a bottleneck. Table 3 also

shows the elapsed times for each run (the sixth row).

C. Use of Single-Precision Variables for BDA
From the criterion that the simulation in a DA cycle

should be finished within 10 s, the horizontal grid num-
ber should be smaller than N512, which requires 180000

nodes for 100 ensemble simulations (Table 3). This

exceeds the capacity of the K computer with less than

90000 nodes. We could reduce the problem size such as

Fig. 10. A snapshot of a real-case atmospheric simulation by SCALE-LES at 0200 UTC, September 21, 2011. The color shades show the

vertically integrated hydrometeor quantities (g m2).

Table 3 List of the Strong Scaling Experiments. The Domain Size Is Chosen to be 100-km-by-96-km for N8000, N4000, and N2000, and 96-km-by-

96-km for Other Experiments

Vol. 104, No. 11, November 2016 | Proceedings of the IEEE 2165

Miyoshi et al. : “Big Data Assimilation” Toward Post-Petascale Weather Prediction



domain size, resolution, and ensemble size, but before

doing so, we propose to use single-precision variables in
the model code instead of the default double precision.

For geophysical modeling, using the double-precision

variable is certainly safer. It is especially useful to avoid

the violation of the conservation of mass and energy in a

long-term climate simulation. However, using the single

precision would not be too much harmful for a short

range NWP in the BDA experiment. As shown in Table 3,

the configuration N1280 requires 72000 nodes, less than
the total node number of the K Computer.

The acceleration rate by changing the variable preci-

sion is shown in Table 4. Here, dynamics and physics

correspond to dynamical core and physical processes

(e.g., cloud microphysics and radiation), respectively.

Although in this measurement the model configuration

is different from the BDA configuration, this evaluation

is fairly reasonable since the problem size in one node is
smaller than N1280. The acceleration rate of the dynami-

cal part is expected to be close to 2 because it is mainly

limited by the memory bandwidth. The value of 1.81

is quite valid. On the other hand, the physical part tends

to be the rate limiting of computation. The single-

precision computing has the same peak performance

as the double precision computing on the K computer,

and the measured acceleration value of 1.27 would be

understandable.
We can estimate the elapsed time with the single-

precision variables as

Ta ¼ Tdyn=1:81þ Tphys=1:27þ Tio

where Ta is an estimated elapsed time with the single

precision; and Tdyn, Tphys, and Tio are the measured

elapsed times using the double precision for the dynami-

cal process, physical process, and I/O, respectively. Note
that I/O is already performed with the single precision

even for the double-precision computing. The last row in

Table 3 summarizes the estimated elapsed time with the

single precision. The configuration case of N1280 sat-

isfies the conditions of elapsed time and total number of

nodes: The 100 ensemble runs of 30-s integration with

100-m horizontal resolution and 100 vertical levels in

the 100 km squared domain could be finished within
13 s, using 72000 computer nodes of the K Computer.

This performance expectation is very close to the goal of

10 s. It is also indicated in Table 3 that the 30-min

single-member forecast can be finished within 3 min by

Fig. 11. (a) Strong scaling of SCALE-LES. (b) Ratio of communication (red) to calculation (blue).

Table 4 Acceleration of Model Throughput Time by Single Precision
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the configuration of N128 with only 7200 nodes, much
longer than the 30-s goal of BDA. As previously men-

tioned, the timing requirement of the 30-min forecast

run is not as strict because it is separated from the

cycling DA process. Even if we cannot meet the 30-s

timing requirement, we could consider getting outputs

earlier, for example, issuing the 10-min forecast within

1 min, while the 30-min forecast is still running.

V. BIG DATA TRANSFER

A. Mechanism of Direct Data Transfer
The NWP model (SCALE) and DA (LETKF) compo-

nents in the current SCALE-LETKF workflow exchange

information through file I/O operations using the global

parallel file system. Historically, there have been mainly
two reasons for this decision. First, the amount of trans-

ferred data is huge (it exceeds a terabyte in the target

problem of BDA). Second, these models are being devel-

oped and maintained by independent groups; therefore,

it has been strongly desired not to modify either of the

component models when building a coupled system.

While existing coupling toolkits, such as [16], could be

utilized, they usually require significant modifications to
the applications. Furthermore, data transfer via the

global file system is easy and acceptable for systems

without strict time constraints.

On the other hand, one of the SCALE-LETKF sys-

tem’s primary objectives is to provide real-time severe

weather forecasting of sudden heavy rainstorms. This is

by nature a strictly time-constrained procedure, and we

find that file I/O-based data transfer between the SCALE
and LETKF components is one of the hindering factors

for acquiring real-time-ness. For the purpose of reducing

data transfer time between the simulation and the DA

steps, we have been developing a novel I/O middleware
that supports direct data transfer between these two

components. This section describes the design and im-

plementation of our prototype I/O middleware, which

supports direct parallel data transfer between workflow

components, and thus, it can potentially accelerate fore-

casting of local severe rainstorms.

1) System Architecture: As we mentioned before, the
SCALE-LETKF repeats a two-step cycle of NWP model

simulation and DA, performed by two separately devel-

oped software, i.e., SCALE and LETKF. The I/O commu-

nication of one cycle in the current SCALE-LETKF

system is depicted in Fig. 12(a). The Network Common

Data Form (netCDF; http://www.unidata.ucar.edu/

software/netcdf/) output data of the model simulation

processes are first written to the global file system,
which in turn are read by the DA processes. To put it

from another angle, in each simulation step, the NWP

model calculates possible atmospheric states in the fu-

ture for every grid point in the 3-D space, where each at-

mospheric state is represented as a set of variables such

as temperature and pressure. The model generates a

large amount of output data, written in the netCDF for-

mat, which is requested by the subsequent DA step of
the same cycle. In brief, the output data generated by

the simulation process will be used by the corresponding

DA process, which indicates the I/O communication

takes place between process pairs.

To reduce the time needed for data transfer, we have

been developing a novel I/O middleware to allow direct

parallel data transfer between the two components.

Fig. 12(b) illustrates the workflow of the system when
the I/O middleware is utilized. In each cycle, the output

data of simulation processes are directly forwarded to the

DA processes, as well as the analyzed results generated

Fig. 12. The communication pattern of one cycle in the SCALE-LETKF system utilizing (a) file I/O, or (b) direct data transfer.
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by DA processes which can be directly transferred to the
simulation processes in the next cycle. Specifically, the

I/O middleware connects the two processes by using

MPI communication [5], and consequently, it enables

direct communication between the model simulation

processes and the DA processes. The following section

describes the details of establishing a communication

environment between the two kinds of processes.

2) Establishing Communication: Because the model and

DA are separately developed applications, and are exe-

cuted as separate MPI jobs, they do not share by default

the same MPI communicator. To overcome this problem,

our prototype implementation currently utilizes the stan-

dard MPI intercommunicator family of routines to estab-

lish a communication context between the two types of

jobs. Fig. 13 demonstrates the details of this approach.
At initialization time, the server process, i.e., a DA

process opens a port using the MPI_Open_port feature,

and then publishes it by using MPI_Publish_name. Subse-
quently, the connection thread of each individual DA

process waits in MPI_Comm_accept. The connection

service is expected to be already running by the time

the client processes attempt to build the connection. Cli-

ent processes, i.e., processes of the model simulation
component, can connect to the server processes with

MPI_Comm_connect once they successfully obtained

the service name by using the MPI_lookup_name func-

tion. As a result, processes of both components can

communicate with each other by using standard

MPI functions. After the data transfer took place, the cli-

ent processes proactively disconnect and the server pro-

cesses can unpublish their connection services with
MPI_Unpublish_name.

3) Middleware Implementation for SCALE-LETKF: For

demonstrating the effectiveness of point-to-point direct

communication between the simulation and DA

processes in SCALE-LETKF, we have developed a proof-
of-concept implementation of the proposed I/O middle-

ware. In addition, since data are exchanged between each

SCALE process and the corresponding LETKF process in

netCDF format, we have made slight modifications to the

netCDF library itself (using ver. 4.2.2.1) so that it com-

plies with the proposed I/O middleware to enable direct

data transfer in an application transparent fashion.

B. Computational Performance
This section first describes the experimental settings

and experimental methodology for evaluating the pro-

posed I/O middleware. It then presents experimental re-

sults and provides the relevant discussion. For more

details, refer to Liao et al. [17].

1) Experimental Setup: Experiments to assess the ad-
vantages of the SCALE-LETKF system equipped with our

current prototype middleware were conducted on the K

computer. As for the input data used in our experiments,

we use the SCALE-LETKF to perform the data assimila-

tion cycle for regional weather analysis employing real-

world observations to test the efficiency when equipped

with the proposed I/O middleware. Note that in these

tests, the domain size is bigger but the grid resolution
and problem size are much lower than the target BDA

system. We expect that the I/O middleware will be much

more beneficial when applied to the BDA system because

of its larger amount of I/O size. Here the following two

test cases were conducted:

• EXP_L36

— grid numbers per member: 90 ðeast-westÞ �
90 ðnorth-southÞ �36 ðverticalÞ;

— number of variables at one grid: 11;

— ensemble size (number of ensemble mem-

bers): up to 100;

— total variable number: 90� 90� 36� 11�
ðup to 100Þ ¼ up to 3:2� 108;

— number of processes: up to 400 (four per

members);

— total I/O size: (77.8 þ 8.9) MB per processes,
up to 35 GB for the entire 100 members;

• EXP_L72

— same as EXP_L36 but with doubled (72)

vertical layers;

— total variable number: up to 6:4� 108;

— total I/O size: (151.8 þ 16.2) MB per processes,

up to 67 GB for the entire 100 members.

In each measurement, SCALE is composed of up to 100
ensemble instances, with four processes in each ensemble

instance. LETKF consists of only one instance, but it con-

tains the same number of processes as all SCALE in-

stances is total.

2) Experimental Results: We test one cycle of the

SCALE-LETKF; i.e., each SCALE process generates
Fig. 13. Establishing communication between the two workflow

components.
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output data after data simulation, which data will be
read by the corresponding LETKF process as the input

data for assimilation. For comparison, we record the

time required for transferring data between the SCALE

and LETKF processes by using file-based I/O operations

and the mechanism of direct data transfer. Scaling the

number of ensemble SCALE instances from 10 to 100,

Fig. 14(a) and (b) demonstrates the time required for

transferring data between the two kinds of processes uti-
lizing file I/O and the proposed middleware.

As Fig. 14 shows, the proposed mechanism can

greatly reduce the time needed for transferring the data

between SCALE and LETKF processes compared to the

file I/O-based data transfer. For example, when the en-

semble size is 100 in the EXP_L72, the mechanism of di-

rect data transfer can reduce the I/O time by 82.7%,

which implies that more time can be devoted to perform
model and DA applications. Furthermore, file based data

transfer may require significantly increased I/O time due

to contention on the parallel file system. The EXP_L72

caused 34.1% more time for transferring the data, com-

pared with the EXP_L36, because the size of transmis-

sion data needed by the former case is twice as large as

that of the latter case. In contrast, direct data transfer

does not increase significantly for transferring double
size of data.

3) Summary and Discussion: With respect to comparing

direct data transfer and file-based I/O, we emphasize the

following two key observations. First, with increasing

number of processes direct data transfer yields better rel-

ative performance. Second, more time reduction can be

achieved with the growing size of the transferred data.
In brief, we conclude that the proposed file I/O middle-

ware can significantly reduce the time required by ex-

changing data between the component models in the

SCALE-LETKF workflow system.

Furthermore, our I/O middleware offers a general
framework for intercomponent data exchange in work-

flow systems, where individually developed applications

are coupled together. By accelerating the execution of

such systems, we believe the newly proposed middleware

having the direct data transfer functionality is particu-

larly important for systems with rigorous time

constraints.

We note that the current proof-of-concept I/O mid-
dleware is only applicable to run only one cycle of the

SCALE-LETKF. Extending the I/O middleware tool to

multiple data assimilation cycles is ongoing work. Be-

sides, to perform the real-time weather analysis and fore-

casting using the data generated by satellites and radars,

the SCALE-LETKF includes another kind of application

(named “observation operator”) for computing the obser-

vational values in the short-term model forecasts. There-
fore, the I/O middleware needs to transfer observation

data directly among more different components. Fig. 15

illustrates the entire I/O flow of SCALE-LETKF by em-

ploying the proposed I/O middleware, which will be im-

plemented and put into practice in the near future.

VI. CASE STUDIES

Here we demonstrate the short-term forecasts of two

rainfall cases using the prototype system we have devel-

oped to realize the idea of BDA. These two cases oc-
curred in Japan’s Kansai region and were well observed

by the Osaka University PAWR, exhibiting distinct types

of convective systems. We performed all of the Big Com-

putations on the K computer.

The components of the prototype BDA system

have been described in the previous sections, including

the PAWR observations (Section III-A: observational big

data), the high-resolution NWP models (Section IV: Big
Simulation), and the communication between the

Fig. 14. Data transfer time utilizing file I/O and direct data transfer. (a) EXP_L36 and (b) EXP_L72.

Vol. 104, No. 11, November 2016 | Proceedings of the IEEE 2169

Miyoshi et al. : “Big Data Assimilation” Toward Post-Petascale Weather Prediction



radar site and the computer and the I/O middleware

(Section V: big data transfer). Now we reached the mid-

dle stage of the system development: The current system

has been ready for use to conduct retrospective experi-

ments with the targeted problem size, but the direct data

transfer mechanism has not been fully employed yet, and

the total computational time of all components has not
been fast enough to perform real-time applications. To

reach the goal, the development by each subgroup is ac-

tively ongoing. Besides, for the NWP model component,

we test here not only the newly developed SCALE

model, but also the JMA nonhydrostatic model (JMA

NHM, [34]) which is similar to the SCALE model but a

matured operational model used in JMA to produce rou-

tine operational mesoscale forecasts. JMA NHM has also
been coupled to the LETKF, named NHM-LETKF, by

Miyoshi and Aranami [19] and Kunii [15]. The perfor-

mance of the NHM-LETKF system will be a useful refer-

ence for the SCALE-LETKF experiments.

The NWP-based BDA method relies on an NWP

model that solves the geophysical fluid dynamics equa-

tions with complicated atmospheric physical processes,

and on a DA method that bridges the model forecasts
and the observations to find the most probable state

based on their error statistics. In addition to the NWP

and DA approach, we also developed a simpler “nowcast-

ing” system based on the 3-D space-time extrapolation of

the high-density PAWR data [30]. This method does not

solve the sophisticated physical equations but instead cal-

culate the rainfall prediction assuming linear motion of

the convective cells within a short forecast time. Similar
methods have also been commonly used in many opera-

tional weather forecast centers to assist their warning of

heavy rainfall. For example, JMA operates the High-

Resolution Precipitation Nowcasts (HRPN) at 250-m res-

olution and provides the precipitation forecast for the

next hour in real time [13]. Our experimental nowcasting

system explored the technique at much higher resolution

by taking advantage of the PAWR and K computer. We

also computed the space-time extrapolation in three

dimensions, which showed clear advantage over the tra-

ditional 2-D method [30]. In this section, we present the

results from the nowcasting approach in comparison to

the NWP-based BDA results.

A. Kyoto Case on July 13, 2013
The first case is an afternoon thunderstorm case on

July 13, 2013 [Fig. 16(a)]. Afternoon thunderstorms are

common phenomena during the summer time, develop-

ing under an unstable environment condition with the
ground surface heated by the sun. Many afternoon thun-

derstorms are small and dissipate quickly, but under a fa-

vorable condition, the storms can be particularly strong

and well organized, and may affect human activities. Not

only do the large-scale environment and solar heating

control the genesis and development of the afternoon

Fig. 15. I/O flow in the future SCALE-LETKF system with direct data transfer.

Fig. 16. Reflectivity (dBZ, color shades) observed by Osaka

University PAWR for (a) Kyoto rainfall case at 15:10:00 LT July 13,

2013 at 4-km height, and (b) Kobe rainfall case at 08:17:30 LT

September 11, 2014 at 2-km height. The gray and white shaded

areas correspond to the radar observation coverages and missing

data, respectively. The black rectangles in (a) and (b) indicate the

zoom-in regions shown in Figs. 2 and 3, respectively. The plotted

area corresponds to the model calculation domain.
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thunderstorms, but also the local circulation and inho-
mogeneous heating caused by the terrain play roles in

these processes. Therefore, to make accurate model

prediction of these systems, having a high-resolution

model resolving the fine-scale temperature and circula-

tion fields is important. Also, DA of high-resolution ob-

servations such as the PAWR data to construct an

accurate initial condition at small scales is very

important.
We perform retrospective forecast experiments using

all available tools mentioned above, including the NWP

method using the NHM-LETKF and SCALE-LETKF as-

similating the PAWR data, and the space-time extrapo-

lation from the PAWR data (hereafter EXTRAP). The

experimental design is summarized in Table 5. For this

case, all radar coverage (120 � 120 km) in a horizontal

plane are included in the simulation and forecasts. For
the NWP methods, we use 60 (98) terrain-following

vertical levels from the surface to 20 km (26 km) ele-

vation in NHM-LETKF (SCALE-LETKF). Eleven atmo-

spheric variables (3-D wind components, temperature,

pressure, mixing ratios of water vapor, cloud water,

cloud ice, rain, snow, and graupel) are represented at

each grid point, and 100 ensemble simulations are con-

ducted. These multiple dimensions make the problem
size extremely big: it amounts to about Oð1011Þ vari-

ables in total.

The NWP methods need a certain period of multi-
scale spinups. For NHM-LETKF, we first run a broader

domain at 15-km resolution, assimilating global conven-

tional observation data, and then we initiate the second

1-km-resolution domain at 12:00:00 Japanese local time

(LT; UTC+9), July 13, 2013. Finally, the 100-m-resolution

BDA study domain (Fig. 16) is the third domain initiated

at 14:30:00 LT, 30 min before the DA of the PAWR data

starts at 15:00:00 LT. After 20 cycles for 10 min,
a 30-minute deterministic forecast is initialized from

the ensemble mean analysis at 15:10:00 LT. For

SCALE-LETKF, a similar multiscale strategy is employed

with four domains at 15-km, 5-km, 1-km, and 100-m res-

olution, respectively. The outermost domain at 15-km

resolution is set up in the same way as the NHM-LETKF.

The second, third, and fourth domains are initiated at

09:00:00 LT July 12, 11:00:00 LT July 13, and 15:00:00
LT July 13, respectively. The timing of the 100-m cycling

analysis and forecast in the fourth study domain is

the same as that in the third domain of NHM-LETKF.

The QC process of the PAWR data follows Ruiz et al.
[33], and the detailed experimental design for the

NHM-LETKF experiment was described by Miyoshi et al.
[23]. Using the NWP models, we can obtain full-field

values in the calculation domain at all grid points for all
11 atmospheric variables, not limited to the observed

radar reflectivity.

Table 5 Settings of the NHM-LETKF, SCALE-LETKF, and Extrapolation Experiments. Times Shown in the Table Are the Japanese Local Time. For the

NHM-LETKF and SCALE-LETKF Experiments, Only the Settings for the Study (Innermost) Domains Are Listed
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As for the extrapolation method (EXTRAP), we use
100 Cartesian coordinate vertical levels from 0 to 10 km.

This method simply takes the PAWR reflectivity observa-

tion at 15:10:00 LT as the initial condition, calculates

the motion vectors using the observation at the previous

time (15:09:30 LT), and then advect the reflectivity field

by the motion vectors for the subsequent 30 min. QC of

the PAWR data and a step to fill the missing values are

performed before the computation [30]. Unlike the NWP
methods, EXTRAP does not require a spinup procedure.

Besides, the problem size is much smaller because we

only consider the 30-min forecast of the 3-D reflectivity

field without knowing the other atmospheric variables.

An ensemble is not needed, either.

The reflectivity observations show an organized

strong convective rainband [Fig. 16(a)]. Using the NWP

and extrapolation forecast systems described above, the
forecast results within the black rectangle zoom-in area

are shown in Fig. 17. The initial conditions for the dy-

namical models [Fig. 17(b) and (c)] are the optimal esti-

mates from the DA process. Since the model reflectivity

fields [Fig. 17(b) and (c)] closely resemble the observa-
tion field [Fig. 17(d)], we are confident that the proto-

type BDA system keeps the simulated state very close to

the actual observations. For EXTRAP, the initial condi-

tion [Fig. 17(a)] is the same as the observations except

that the missing data are filled. During the 30-min fore-

cast period, the observed convective system generally

moves eastward following the large-scale mean flow, but

it also evolves quickly and keeps changing its intensity
and shape. EXTRAP predicts the movement of the sys-

tem and roughly conserves the intensity of the rain. It

performs well in the first few minutes, but beyond that,

it has no chance to predict the newly developed convec-

tive cells [30]. Apparently, the EXTRAP forecast becomes

less realistic in the later time, indicating the fundamental

limitation.

By contrast, the NHM-LETKF and SCALE-LETKF
forecasts show not only the movement but also the de-

velopment of the rain system. NHM-LETKF shows an ex-

ceedingly strong big convective cell in the eastern side of

the domain [Fig. 17(f), (j), (n), and (r)], whereas

Fig. 17. The model forecast results (EXTRAP, NHM-LETKF, and SCALE-LETKF) compared with observations (OBS) for the July 13, 2013

case in the zoom-in region in Fig. 16(a). The color shades show reflectivity (dBZ) at (a)–(d) forecast initial time (15:10:00 LT); (e)–(h)

5-min forecasts; (i)–(l) 10-min forecasts; (m)–(p) 20-min forecasts; and (q)–(t) 30-min forecasts, except that the rightmost column

indicates actual PAWR observation as the verification truth. The white areas in PAWR observations indicate missing data.
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SCALE-LETKF shows reasonably good structure of the
northwest–southeast oriented convective rainband

[Fig. 17(g), (k), (o), and (s)]. Comparing the precipita-

tion patterns of the 30-min forecasts from EXTRAP,

NHM-LETKF, and SCALE-LETKF [Fig. 17(q)–(s)], we

find that the SCALE-LETKF forecast corresponds most

accurately to the observation [Fig. 17(t)]. Besides, based

on the dynamical and physical processes in which all at-

mospheric variables are involved, the NWP models have
the potential to predict the newly generated convective

cells under a specific 3-D condition. However, the accu-

rate prediction of individual convective cells is really

challenging.

Without the high-resolution model and the dense and

frequent PAWR data, we could do nowhere close to the

results we have obtained so far. However, the forecast

results from the prototype BDA systems for each individ-
ual convective cell are still far from ideal. The inaccurate

prediction would be related to the challenges both in

modeling and in DA, and may be caused by several possi-

ble reasons as follows.

1) The 10-min period of the DA cycling may be too

short. The 20 data assimilation cycles may not

be sufficient to adjust the model field toward

the observed atmospheric conditions. It is essen-
tial to have a good representation of the error

covariance in the ensemble, but it takes time to

develop. DA experiments with longer periods

need to be studied.

2) The strong adjustment within a short time may

cause dynamical imbalance. The analyses can be

forced to be very close to the observations, but

many of the individual convective cells in the
model forecast gradually dissipate. This is a

common problem of the mesoscale radar assimi-

lation [45].

3) We use the ensemble mean analyses over the

100 members to initialize the deterministic fore-

casts. Although the ensemble mean provides the

most probable state of the ensemble Kalman fil-

ter, the average may cause dynamic imbalance
due to the imperfect assumptions of the linear

dynamics and Gaussian statistics. Choosing one

or a subset of the ensemble members as the ini-

tial conditions may avoid the potential problem.

4) The model may not have been well tuned at this

high resolution, especially for the JMA NHM

that is designed for the operational weather

forecast at kilometer scales, not for DA at 100-m
resolution. This is one of the reasons why we

decided to use the newly developed SCALE

model as one of the central components of the

BDA project. The SCALE model, as described in

Section IV, is designed to be more suitable for

subkilometer-scale simulations. Although the de-

velopment of SCALE is still at an early stage, it

has already shown advantages over the JMA
NHM. Continuous efforts will be made to im-

prove the model performance for the targeted

problem of BDA. One of our important plans is

to use the LETKF to adaptively estimate the tun-

ing parameters of the model physics (e.g., [32]).

B. Kobe Case on September 11, 2014
The second case is an event of isolated convective

cells generated in the morning on September 11, 2014,

in Kobe, where the K computer is located [Fig. 16(b)].

This kind of sudden rainfall event has an impact on peo-

ple’s activities, but it is even harder to forecast those

events since there is no sign before it appears. Besides,

the size of the convective system is small (�10 km), so

that it is hardly resolved in the current operational NWP

system with a-few-kilometer resolution. Here we attempt
to simulate and make the retrospective forecast of this

difficult event using the EXTRAP and NHM-LETKF

systems. As summarized in Table 5, for this case, we run

the NHM-LETKF system with the procedure similar to

the first case, but using 50 vertical levels. For the mul-

tiscale spinup, we first run the outermost domain at

15-km resolution with conventional observation data for

more than ten days from September 1, 2014, and initiate
the second domain at 5-km resolution at 03:00:00 LT,

September 11, 2014. The third domain at 1-km resolution

is downscaled from the second domain at 06:00:00 LT,

providing the boundary conditions for the study domain

[the fourth domain, Fig. 16(b)] initiated at 07:45:00 LT

at 1-km resolution. After 15-min cycling DA at 1-km reso-

lution for the study domain with the PAWR data until

08:00:00 LT, the resolution is switched to 100 m, and
the cycling DA continues at 100-m resolution. Here, the

boundary conditions are provided by the third domain at

1-km resolution. Finally, a 10-min deterministic forecast

is initialized from the ensemble mean analysis at 08:17:

30 LT. For comparison, an additional 1-km-resolution

DA and forecast experiment is performed by replacing

the 100-m-resolution model with the 1-km-resolution

model. The EXTRAP experiment uses a smaller domain
with 350 � 250 horizontal grid points (35 � 25 km),

only covering the area affected by the small convective

system, since in this case the extrapolation calculation

result will be the same with the entire 120- � 120-km

domain.

The observed radar reflectivity at 08:17:30 LT at

2-km height is shown in Fig. 16(b). The results within

the black rectangle zoom-in area are shown in Fig. 18.
At the forecast initial time (08:17:30 LT, the top row),

the PAWR observation shows four separate small con-

vective cores [Fig. 18(d)], and the NHM-LETKF repre-

sents these fine structures very well at 100-m

resolution but not at 1-km resolution [Fig. 18(b) and

(c)]. The EXTRAP directly uses the PAWR observation

as the initial condition [Fig. 18(a) and (d)]. In this
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case, the EXTRAP maintains a relatively good forecast

in the first 5 min but fails to track each individual

cell after that. The NHM-LETKF experiment at 100-m
resolution predicts the four convective cells better than

EXPRAP during the 10-min forecast and reveals the

growing trend of this newly developed system, although

they become slightly too strong and too compact com-

pared to the observation [Fig. 18(f) and (j)]. The results

demonstrate the potential usefulness of the BDA system

on forecasting such a sudden convective rainfall case,

which is beyond the scope of the current NWP systems.
The results also highlight the advantage of the 100-m

resolution model and DA.

C. Computational Performance
The computational time and the amount of total

floating-point operations (FLOP) of the NHM-LETKF

and SCALE-LETKF systems are listed in Table 6. As

mentioned before, we have not fulfilled the real-time re-

quirement, as the wall-clock time of the computations

for a 30-s cycle is much longer than 30 s. Note that the
K computer has about 80000 nodes (eight cores per

node) and we have not used the full system to perform

the experiments. To be able to efficiently utilize the full

system, many components need to be improved, includ-

ing those described in the previous sections. For exam-

ple, based on the profiler data and the diagnostic outputs

from each program, we learned that the disk I/O con-

sumed a large portion of the computational time when
many nodes are used, so that a considerable improve-

ment by using the I/O middleware described in Section V

is expected.

We are in the middle stage of the project, and many

components that have been developed separately by each

group are going to be integrated with further adjust-

ments and developments. Therefore, these numbers

Fig. 18. Similar to Fig. 17, but including the 1-km resolution results (c), (g), (k) for the September 11, 2014 case in the zoom-in region

in Fig. 16(b). The color shades show reflectivity (dBZ) for (a)–(d) the forecast initial time (08:17:30 LT); (e)–(h) 5-min forecasts; and

(i)–(l) 10-min forecasts.

Table 6 Computational Time and the Total Floating Point Operations of One Data Assimilation Cycle for NHM-LETKF and SCALE-LETKF. The Number of

Floating-Point Operations Are Measured by the K Computer Profiler Software
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show the current baseline of the system that is expected
to be greatly improved in the future. We are going to ex-

plore how much we can achieve using the full capacity

of one of the world’s leading-edge supercomputers, and

to design a possible future BDA system in the upcoming

post-petascale era.

VII. POTENTIAL USE OF HIMAWARI-8

The previous section presented the most recent results of

the current prototype BDA system using the PAWR data

every 30 s. In addition, the potential use of Himawari-8

data has been explored in parallel. This section describes

the potential use of Himawari-8 in the BDA system.

A. Rapid-Scan AMV
The BDA project aims to improve the forecast ac-

curacy of local heavy rainfalls by assimilation of high-

frequency and high-density observation data. Here, the

environmental conditions such as large-scale low-level

horizontal convergence and upper level cold airflow at

an O(10 km) scale or larger (also known as the meso-�
scale, or the horizontal scale of a group of convection

cells) are important. For example, if the cold airflow in

the simulated state before DA is inaccurate and, say, too
intense, the observed thunderstorm area is preoccupied

by the intense cold airflow and cannot be completely

corrected by the assimilation of PAWR data that provide

detailed observations about individual convective cells.

In this case, the large-scale representation of warm and

cold air convergence is essential for simulating the local

thunderstorms accurately.

The rapid-scan AMV data from Himawari-8
(Section III-B) will be potentially useful to improve the

meso-� and larger scale phenomena including large-scale

convergence. Not having tested with the improved

Himawari-8 AMVs yet, but Otsuka et al. [29] explored

the usefulness of the rapid-scan AMVs in a heavy rainfall

case on August 13, 2012 using the MTSAT-1R data. They

used the JMA operational DA system known as JNoVA

(JMA Non-hydrostatic Variational DA system, [7]) and
included the additional rapid-scan AMVs. The results

showed overall positive impact on representing meso-�
scale phenomena. This is encouraging for BDA, so that

the improved Himawari-8 AMVs would be useful to ob-

tain better environmental condition for the 100-m mesh

BDA system.

B. Brightness Temperature
In addition to the AMV data, we have been exploring

effective data assimilation methods for infrared bright-

ness temperature from Himawari-8. The brightness tem-

perature obtained by rapid scan observation is expected

to be used for the forecasts of local heavy rainfalls, as it

provides the information of moisture flows and surface

temperature in the clear-sky regions, and in cloudy

regions, it may capture the generations of convection
cells before PAWR captures large raindrops. At an early

stage of convective development, only small cloud parti-

cles exist, and large raindrops grow at a later stage. Ra-

dars are sensitive to larger raindrops, and we would

expect Himawari-8 can complement the PAWR data by

capturing initiating clouds at an earlier time. In this pro-

ject, the assimilation method of clear-sky and cloud-af-

fected brightness temperature for the forecasts of local
heavy rainfalls is being developed.

Brightness temperature observations in the clear-sky

regions and only those from cloud-unaffected bands in

cloudy regions have been used in most operational DA

systems. Interestingly, only the bands that are not sensi-

tive to clouds are used in cloudy regions because using

cloud-affected brightness temperature is very difficult

with current DA systems. This is somewhat ironic since
what we see with our eyes are clouds in the satellite im-

age. Therefore, we explore using cloud-affected bright-

ness temperature observations. The simplest approach

assumes opaque, uniform single-layer clouds. Okamoto

[26] developed a method to incorporate the single-layer

cloud model in a radiative transfer calculation and evalu-

ated its impact on the JMA operational global data assimi-

lation system. However, this approach may not be
appropriate in BDA since high-resolution simulations in

BDA should include detailed representations of different

types of clouds beyond what are represented by the sim-

plified single-layer cloud model.

Therefore, we are developing a new approach to as-

similate the brightness temperature observations in more

general cloud regions including multilayer clouds. As the

first step, the outputs of JMA NHM forecasts were com-
pared with the observation data of Himawari-8. Fig. 19

shows brightness temperature observed by Himawari-8

on April 10, 2015 and those simulated by JMA NHM

with the grid intervals of 2 and 5 km. The results show

general agreement between the simulation and actual ob-

servation. If we look carefully, we find that the simulated

brightness temperature from high clouds of developed

convection cells are not cold enough. The 2-km resolu-
tion simulation provides slightly better brightness

temperature of developed convection cells, but overall,

2- and 5-km results show similar patterns.

We are working on estimating the observation error

and bias of the cloud-affected brightness temperature to

develop QC procedures dependent on cloud effect

following Okamoto et al. [27], and to conduct the DA

experiments to explore the potential usefulness of bright-
ness temperature in BDA.

VIII . FUTURE PERSPECTIVE

This paper presented the concept of BDA, how the

“science big data” from the new-generation sensors

and highest end supercomputing could possibly bring
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revolution to NWP, with detailed descriptions on
PAWR, Himawari-8, big simulation, and big data trans-

fer. The revolutionary BDA system aims to update ev-

ery 30-s weather forecasting pinpoint at 100-m

resolution, orders of magnitude more rapidly and more

precisely than the current routine systems. This type

of frequent and precise weather forecasting would be

relevant to our preparedness for sudden local severe

weather such as tornadoes, flash floods, and lightning
strikes. To explore the BDA concept, we developed

two prototype BDA systems, NHM-LETKF and SCALE-

LETKF, and the results for two retrospective cases

showed potential usefulness and effectiveness of the

high-resolution weather forecasting although there is

room for improvement. In particular, the results sug-

gest that the local heavy rainfall forecasting need sub-

stantial improvement through developing the NWP
model including complex cloud microphysics and DA

methods for the frequent and high-resolution updates.

In addition, we have a big challenge in the real-time-ness.

The computational performance including the I/O pro-

cedure at this moment is not satisfactory to enable the

30-s updates even with the 10-petaflops K computer.

The Japan’s flagship 2020 project is currently ongoing

to develop a post-petascale supercomputer in 2020.
Based on what we learn from the K computer, we plan

to design the BDA system toward the post-petascale era.

The scope includes a multiscale system design from the

global scale to the local storm scale and the exploration

of a big ensemble (e.g., [21] and [22]) to fully utilize

the big data from different sources. Although our BDA

effort so far is limited to so-called “science big data,”

the power of big data is expanding far beyond. We will
keep exploring frontiers of using big data beyond what

has been explored. h
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